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Abstract. K-Nearest Neighbor was one of the top ten algorithms data mining in
the classification process. The low accuracy results in the K-Nearest Neighbor
classification method was caused of this method used the system of majority vote
which allowed the selection of outliers as the closest neighbors and in the distance
model used as a method of determining similarity between data. In this process it
is evident that local mean vector and harmonic distance can improve accuracy,
where the highest increase in average accuracy obtained in the set data wine is
equal to 6.29% and the highest accuracy increase for LMKNN is obtained in set
data glass identification which is 16.18%. Based on the tests that had been
conducted on all data sets used, it could be seen that the proposed method was
able to provide a better value of accuracy than the value of accuracy produced by
traditional K-Nearest Neighbor and LMKNN.

1. Introduction

The K-Nearest Neighbor method was first method which was introduced in the early
1950s. K-Nearest Neighbor was one of the lazy learning classification methods which was the
most widely used in classification, pattern recognition, text categorization. Providing a
solution to these weaknesses was done by replacing the traditional distance models that used a
distance model based on similarity and feature value similarity features. In this study, the
writer suggested to use a distance model harmonic as a substitute for the distance model
Euclidean. Determination of the test data class Local Mean Based K-Nearest Neighbor used
the measurement of the closest distance to each one using the distance eucllidean from each
data class.

In addition, K-Nearest Neighbor worked by looking at the nearest K neighbor of each
data where in the traditional K-Nearest Neighbor classification process uses the system voting
most as the prediction class of the new data. The selection of a small K-Nearest Neighbor
value caused the classification of noise or outliers to be sensitive, if the value of K is too large
the number of closest neighbors may be too large, which could ultimately reduce the
classification results. This study aimed to improve the accuracy of traditional K-Nearest
Neighbor by using local mean vector as a class for new data using the distance model
Harmonic in the process of calculating similarities between data

2. Problems
Based on the introduction above, it was necessary to increase the accuracy of the
classification K-Nearest Neighbor at the variable average point. The results of the accuracy of
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the traditional K-Nearest Neighbor classification method were caused because this method
used the system majority vote which allowed the selection of outliers as the closest
neighbors, and in the distance model used as a method of determining similarity between data,
where traditional distance models were very fragile to similarity calculations . These things
could increase errors in the classification process. This study used Local Mean Based K-
Nearest Neighbor and Harmonic Distance to improve accuracy on the method K-Nearest
Neighbor.

3. Distance Euclidean K-Nearest Neighbor

Traditional distance models were very fragile in determining the similarity. Moreover in
traditional distance models, the value of attributes which were too large, it could cover the
influence of other attributes, and most traditional distance models lack the difference between
data, especially in large data samples.

In this research, the writer suggested to use a distance model Harmonic, where the
distance model was considered better in describing the similarities between data.

D(x,y) = ———— (1)
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The main idea of the distance model Harmonic was to take the average number of
harmonics from the distance Euclidean between one particular data point to the point of
another group of data. Compared to other distance models, distance of Harmonic was more
focus on the influence of the closer data.

3.1. Local Mean Based K-Nearest Neighbor (LMKNN)

This method was classified as a simple, effective and resilient method. Stating the use of
Local Mean was proven to improve performance and also to reduce the influence of outliers
on traditional K-Nearest Neighbor methods, especially for small amounts of data.

The workflow of the LMKNN was as follows:

Determining the K Value, then calculated the distance of the test data throughout the data
from each data class by using the distance model Euclidean. Classifying the distance data
between the data from the smallest to the largest K from each class. Calculating the local
mean vector of each class with the equation:

mly, =23, vl ¥

Determining the test data class by calculating the closest distance to the local mean vector
of each data class with the equation:

w, = argmin,, d (x,m"fvj),j =12..M (3)

Explaining the K value on LMKNN was very different from K- Traditional NN. LMKNN
as the value of K was the number of closest neighbors of each data class, whereas in
traditional K-Nearest Neighbor, the value of K was the number of closest neighbors of all
data. LMKNN was equal to 1-NN if K value was 1

3.2 Classification
Classification was a process of assessing objects to include them in a particular class
based on the characteristics possessed by that object. Knowing the amount of data that has



been successfully classified correctly could be seen from the level of accuracy and rate error
of the prediction results in the classification system. Calculation of the level of accuracy could
be seen from the equation below:

Accuracy = Amount of data is predictable right 4)
Amount of Prediction do

As for measuring the rate of error used the equation:

The rate of error = Amount of data Predictable Wrong (5)
Amount of Prediction do

All classification algorithms tried to create models with high accuracy (rate error low).
The model which was built generally could predict the training data correctly, but when the
model was evaluated with the test data then the performance of the classification model,
surely it could be seen clearly.

4. Methodology

This study used a combination of several stages in Local Mean Based K-Nearest
Neighbor and Harmonic Distance as a label for the test data. It was expected that by using a
combination of the two methods can improve the accuracy of K-NN.
The general description of the stages of the method proposed in this study was shown in
Figure 1

The Data Set Calculate the distance Specify
» between the Trainer and the »  The K Nearest
DataTest Data Neighbors
\ 4
Specify The Label Specify
Test Data < K Harmonic
Distance

Figure 1. General architecture of the proposed method

Based on Figure 1, it could be seen that the proposed method had several stages, including:

I. Data set. In this process, the used data would be divided into 85% of the data which
would be used as training data and 15% would be used as test data.

ii. Calculate the distance between training data and test data with Euclidean.

iii. Determine the nearest K neighbor, on the LMKNN the nearest neighbor was taken from
each class of data. Whereas in traditional K-NN, the determination of the nearest K
neighbor was taken from all data. In this process, the proposed method would follow the
rules of the LMKNN.

iv. Specify the HarmonicDistance from each data class with Harmonic as determination of
Labels for data test. Labels for test data were determined based on the value of the
Harmonic Distance; the smaller value could indicate the similarity of closer data.



5. Results and Discussion
A dataset with 8 data records which showed that the data had 3 attributes and 2 classes.
85% of the data was used as training data and 15% was used as test data. The details of the
dataset could be seen in table 1.
Table 1. Details data

No | X1 X2 X3 Class Information

1 85 85 85 1 Training Data 1
2 87 73 70 1 Training Data 2
8 75 78 70 2 Test Data

After the Data were trained and data test was determined, then the classification process
would be carried out by using the proposed method, LMKNN, and traditional K-NN. The first
step in the classification process on the proposed method was to determine the K value,
assuming the K value used was 2. Then, calculated the distance between the training data and
the test data using Euclidean.

D(Test Data, Data Latih 1) = /(75 — 85)2 + (78 — 85)2 + (70 — 85)2
D(Test Data, Data Latih 1) = V374 = 19.34

Did this similar way for all other training data. The next step was to determine the nearest
K neighbor from each data class. Next calculate the value of the harmonic distance. There
were Harmonics for each class of data. The values harmonic distance of each data class could
be seen in table 2.

Table 2. Harmonic distance to each class

Data Class H‘?fmon'c
Distance
1 12:37
Test 2 9:34

Stages in determining the class with the data test in combination of LMKNN and
Harmonic Distance were to make the grade with values Distance Harmonic which showed
that the highest as a class for the tested data. The highest value in the test data was found by
class 2, so the tested data was in class 2

The first step in the LMKNN method was to determine the K value, in the previous sub-
section K values were assumed to be 2, then calculated the distance of the test data to all
training data by using the distance model Euclidean. The next stage was to sort the ascending
distance as much as K for each class, at this stage 2 closest training data to the test data for
each class will be sorted.

The next step was to calculate local mean vector for each data class, then calculate the
distance of the test data to each local mean vector with Euclidean. The last step in LMKNN
was to make Local Mean Vector from the closest class as a class for the test data. The local
mean vector closest was found by class 2, so class 2 is used as a new class for the test data.



There was way to see clearly the average of the accuracy values found in each method for
all data used in this study can be seen in Figure 2.
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Figure 2. Graph of average accuracy values from all data

It could be seen that the proposed method was able to provide a value of better accuracy
than traditional K-Nearest Neighbor and LMKNN. improving where the highest accuracy
value to the traditional K-Nearest Neighbor found in the data set ionosphere that is equal to
6:29% and an increase in the highest accuracy of the method was found on dataset LMKNN
toward glass identification that was equal to 16:18%. The lowest accuracy value increased
between the methods proposed before traditional K-NNs of 2.08% and 1.32% for LMKNN,
both of which were found in the set data ionosphere. The increase in the average accuracy
value of all datasets used was 3.87% for traditional K-Nearest Neighbor and 8.07% for
LMKNN.

6. Conclusion

While the lowest increase in average accuracy of conventional K-Nearest Neighbor was
obtained at the data set, ionosphere which amounted to 2.08% for conventional K-Nearest
Neighbor and 1.32% for LMKNN. The average increase in accuracy obtained from the entire
dataset was 3.87% for conventional K-Nearest Neighbor and 8.07% for LMKNN. Based on
the tests that had been carried out in the previous chapter, it could be concluded that local
mean vectors and harmonic distances can improve accuracy in all data sets used.
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