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Abstract.Cachingis an object storage mechanism from a web page that has been 
accessed. With caching, bandwidth usage will be more efficient and the time to 
access a web page is getting faster. In caching there are 2 techniques used, namely 
centralized cache and distributed cache. The purpose of this study is to build a 
distributed cache system that supports Availability, Reliability, and Scalability. 
This system will overcome various problems found in the centralized cache, such 
as single point of failure, unreliable, and not scalable. With the availability of 
Availability, the system will avoid the problem of single point of failure by 
implementing a failover mechanism. For the Reliability system will still hold 
(reliable) accept requests from users, because some proxy servers (parent proxy) 
will serve requests from users. For Scalability, the system can add proxy servers 
easily and quickly. To develop the system, the developer takes several approaches 
such as basic learning about proxy servers and related theories. Next is an analysis 
to build a system that supports Availability, Reliability, and Scalability. Then the 
analysis phase is implementedand testing of the system is built. Tests carried out 
are testing centralized cache systems and testing distributed cache systems. The 
test results will then be compared to see the performance comparison between 
centralized cache and distributed cache. 

 
1. Introduction 

Caching technique is a technique that uses a cache to store the temporary web document, 
such as HTML pages and images that previously accessed by the user. In caching there are 
three known system is, without a proxy server, web caching proxy server centralized and 
distributed caching web proxy server. Commonly used systems are centralized caching proxy 
server, the caching proxy server centralized technical problems were found to avaliability, 
reliability, and scalability that should be owned by a reliable system. Avaliability problems 
faced by this technique is when a single web proxy server down and no backup servers to 
handle user requests, while the possibility of a single problem for reliability web proxy server 
can not handle the request that a lot of users, and the last problem is scalability, ie when the 
number of users increases, centralized caching proxy server can not be developed easily. 
Based on the problems faced by centralized web proxy server will require a solution to 
overcome these problems, one of them is to use a distributed caching proxy server (Piatek 
2004). This technique will distribute to multiple web proxy cache server, so it can support in 
terms of availability of backup server availability, reliability in terms of handling request, and 
scalability in terms of system development if the number of users increases. Based on the 
problems faced by centralized web proxy server will require a solution to overcome these 
problems, one of them is to use a distributed caching proxy server (Piatek 2004). This 
technique will distribute to multiple web proxy cache server, so it can support in terms of 
availability of backup server availability, reliability in terms of handling request, and 



 
 

scalability in terms of system development if the number of users increases. Based on the 
problems faced by centralized web proxy server will require a solution to overcome these 
problems, one of them is to use a distributed caching proxy server (Piatek 2004). This 
technique will distribute to multiple web proxy cache server, so it can support in terms of 
availability of backup server availability, reliability in terms of handlingrequest, and 
scalability in terms of system developmentif the number of users increases. 

 
2. Methodology 
2.1 Centralized Cache Physical Topology describes the interconnection between 

components is required at the time of testing, the following picture Physical topology 
used at the time of testing. 
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Figure 1. Physical Topology on Centralized Cache  

 
2.2 Physical Topology Distributed Cache 
Physical topology describes the relationship among components is required at the time of 
testing, the following picture Physical topology used at the time of testing. 



 
 

 
Figure 2.Physical Topology in Distributed Cache 

 
3. Discussion 

Network topology is used for Server Virtualization is a star topology. All server 
computers connected to one switch with UTP cable. 
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Figure 3.Network Topology Virtualization 

 
3.1 Operating System Installation and Configuration on the Server Engine 

Access Web Administration Portal oVirt engine through a browser by typing in the 
search server computer IP address in the browser address bar.  



 
 

 
Figure 4. Display search oVirt Portal 

 
3.2 Operating System Installation on any Server Node 

Each node of the node 1 to node 4 to install the operating system oVirt. Nodes are 
computers that are physically different to be combined into one in the system with 
oVirt. OVirt node will act as a so-called hypervisor or Virtual Machine Monitor 
function to run multiple operating systems in the host operating system. Hypervisor task 
is to set the appropriate operating system every turn so as not to interfere with another 
operating system that is running. The hypervisor set up multiple systems at once at the 
same time. 

3.3 Configuration Server Node 
Results from the hosts, nodes that have been add to the engine. 

 
Figure 5. Node add to that already in the engine 

 
3.3.1 Installs NFS Storage on each node oVirt 
 NFS (Network File System) is a sharing protocol used for shared storage or network 

resources that are channeled through without seeing the client using the operating 
system used on each client. Mechanism of Network File System is a distributed file, 
which is generally implemented in a computing environment centralized resources. 

3.3.2 Installing ISO Domain on each oVirt node 



 
 

 ISO domain on the oVirt is a host that contains the ISO storage that is used to install the 
operating system in the form of ISO. System operation in the form of an ISO used was 
CentOS 7, ISO is installed on the oVirt node-1. 

 
Figure 6. Install ISO 

 
3.5 Install Squid Proxy 

In each virtual machine proxy-1, 2-proxy virtual machine, virtual machine proxy-3, and 
virtual machine proxy-4 in the install squid.  

3.6 Install and Configure a DNS (Domain Name Server) and Reverse Proxy 
DNS (Domain Name Server) serves as a translator to hostname or IP address instead. 
This makes Internet users become easier to access and recall. DNS has five (5) degree 
level, the Root Level Domains Top Level Domains, Second Level Domains, thrid Level 
Domains, and the last hostname. Reverse Proxy is a proxy type that is used as an 
intermediary between the client and the web server. 

3.7 Configuring to Forward DNS Zone andReverse DNS Zone Configuration 
forward zone is a zone that is useful when the client performs a query with the domain 
name, then the server will look up the IP address of the domain has been queried or 
zone domain whose job translating, into IP addresses. Reverse Zone Forward Zone is 
the opposite of that work when the client performs a query on behalf of the IP address, 
then the server will look up the domain of IP addresses that have been queried and this 
zone that served to translate IP addresses into domain.  

3.8 Install and Configure Nginx server 10.10.10.12 
Nginx is an open-source web server that is used as a reverse proxy, HTTP Cache and 
Load Balancer.  

3.9 Installation and Configuration Nginx On Virtual Machine 
Nginx configuration in each virtual machine that serves as a reverse proxy, HTTP 
Cache, and Load Balancer. The algorithm used in the load balancer nginx configuration 
is ip_hash. This is a static scheduling algorithm which forwards the request from the 
server to the clien according to what was requested, the algorithm is very useful to 
process very large. 



 
 

 
Figure 7. Hash Method 

 
This method can reduce demand latency, response and ensure the utilization of the CPU 
resources better. This method is also a web server load balancer. 
 

4. Examination 
4.1 Distributed Systems Testing Availiability 

 
Figure 8. Graph Testing Distributed System Availability The user 3000 



 
 

4.2 Distributed System Testing Reliability 

 
Figure 9. Graph Testing Distributed System Reliability 3000 user 

 
4.3 Distributed System Testing Scalability 

 
Figure 10. Graph Scalability Testing Distributed System 5000 user 

 
4.4 Centralized System Testing Availiability 



 
 

Testing will stop because the connection is lost due to the centralized system there is 
no back-up. 

4.5 Centralized Reliability Testing Systems  

 
Figure 11. Graph Reliability Testing System Centralized user 3000 

 
4.6 Centralized ScalabilityTestingSystem 

 
Figure 12. Graph Scalability Testing System Centralized user 5000 

 
 
 



 
 

5. Comparation 
Once centralized and distributed systems built then conducted an experiment to test the 
system. The test is done to see availiability, reliability, and scalability of the system that 
has been built. The comparison obtained through experiments are as follows: 

Table 1.Comparative Experiment 1 

Experiment 1 Centralized (avg) / ms Distributed 
(Avg) / ms 

Availiability X 2 

Reliability 7 2 

Scalability 7 2 

 
Table 2. Comparative Experiment 2 

Experiment 1 Centralized (avg) / ms Distributed 
(Avg) / ms 

Availiability X 4 

Reliability 9 3 

Scalability 7 5 

 
Table 3. Comparative Experiment 3 

Experiment 1 Centralized (avg) / ms Distributed 
(Avg) / ms 

Availiability X 5 

Reliability 11 3 

Scalability 9 4 

 
6. Conclusion 

After analyzing and conducted experiments on the system is built, then the conclusions 
obtained are as follows: 
1. Based on test results, distributed cache system has been built to meet the criteria for 

Availability, Reliability, and Scalability. 
2. Based on the tests performed, distributed cache system its performance is better 

than a centralized system cache. 
3. The number of users who make requests to the system will affect the response time 

and error rate of the system. 
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