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Abstract. The objectives of the research were to discover the correlation of 
supervision, performance and job satisfaction. Population consisted of 74 
correspondents were taken as the sample through cluster random sampling 
technique. The results of research concluded, there was significantly positive 
correlation between supervision and job satisfaction as shown by coefficient 
correlation 3.74.Job satisfaction provided by the institution made Lecturers feel 
dissatisfied. Job satisfaction is reviewed in terms of income, respect, comfort in 
teaching. Partially positive and significant supervision of the performance of 
lecturers at the College of Computer Information Management in Medan Budi 
Darma. Partially positive and significant satisfaction towards the performance of 
lecturers of the Computer Information Management College in Medan Budi 
Darma. 
 

1. Introduction 
Professional lectures are produced through the Education and Training Institute under the 

regulation of the Ministry of Education which is responsible to conduct education and 
training. STMIK Budi Darma is Education and Training Institute under the regulation of the 
Ministry of Education and Yayasan Budi Darma having the responsibility to prepare 
professional personnel in lecture and education. In this study, we use the linear model on the 
scikit-learn [1]package by linear regression of performance procedure as supervision factor 
and job satisfaction as a broad and flexible as the act  to increase the knowledge by using 
machine learning approach[2]–[4].  From the data obtained, the minimum level of supervision 
of lecture is caused by several things such as lack of preparation, lack of supervision of 
procedures, lack of clear satisfaction, lack of focus, lack of confidence. This study aims to 
find out how the level of performance of supervision and job satisfaction lecture’s become 
very important variables to study. 
 
2. Methods 
This research was conducted at Sekolah Tinggi Manajemen dan IlmuKomputer (STMIK) 
Budi Darma Medan. The population in this study was all cadets of lectures STMIK Budi 
Darma Medan, which totaled 76 people. The characteristic of correlational research is that the 
study does not require a large number of samples. According to[5], 50 to 100 research 
samples are sufficient. If the researcher will generalize the results of his research, then he 
must succeed in taking a sample that was truly representative. From the total population, the 
sample of the study was 50 people taken using the cluster random sampling technique. 
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The research method is conducted with machine learning techniques by using a 
regression model[6], [7] to determines the coefficients between Supervision(X1), Job 
Satisfaction (X2) as independent variables and performance (Y) as a dependent variable (Y). 
The regression model will measure data provide to find correlations between factors in data to 
find out what most affects the bottom line. Correlational research is a study that is intended to 
determine whether there is a correlation between two or several variables. With correlation 
machine learning techniques, the author can find out the correlation of variation in a variable 
with other variations. The result of the correlation is expressed in the form of a correlation 
coefficient[8]–[10]. Furthermore, correlation techniques are used to determine the correlation 
of each independent variable to the dependent variable and the correlation of the independent 
variable together with the dependent variable[11]. In a descriptive study, the correlation 
coefficient explains the extent to which two or more variables are correlated, whereas in the 
research generalizing the hypothesis the correlation coefficient shows the level of significance 
of whether or not the hypothesis is proven[4], [12]. 
 
3. Result and Discussions 
The results of this study are accordance and represented of the calculation of simple 
regression analysis on the first hypothesis proposed to the variable of supervision (X1) and 
performance variable (Y) were indicated by the regression line equation Ŷ =3,741+0,200 
X1+0,587X2. These results indicated that an increase in one supervision score in the theory of 
supervision procedures led to an increase of 0.200 and 0,587 satisfaction score in performance 
at constant 3,741. In other words, each score of supervision and satisfaction increases by 1, 
then the average score of the performance will increase by 3,741. 
 
Table 1. Score of Supervision, Satisfaction and Performance 

Variable 
Supervision 

score 
Satisfaction 

score 
Performance 

Score 
count  70 70 70 
Mean 21.442857 17.214286 17.214286 
Std 5.484195 4.536144 4.536144 
Min 13 11 11 
25% 18 14 14 
50%  20 16 16 
75%   24 18 18 
Max 33 28 28 

 
In table 1, shown the score of the supervision, satisfaction and performance of the data by 
using regression linear in machine learning technique 



 
 
 
 
 
 

 
Figure 1. Correlation supervision to satisfaction 

 
The result of correlation between supervision and the job satisfaction was shown in fig.1 

by the product moment correlation coefficient of supervision score = 0.000000000000000106 
and the coefficient of satisfaction obtained by the value of score = 0,5 as shown in Table 2. It 
can be said that the correlation between supervision and satisfaction was significant. This 
finding concluded that H0 was rejected and H1 accepted. Therefore, the test of the second 
hypothesis concluded that "there was a significant positive correlation between supervision 
and the satisfaction". 

By applying linear regression, we can take multiple Y and predict the corresponding Y 
value in Fig 2. This is to minimize the vertical distance between all the data points and our 
line. 
 

 
 

Figure 2. Correlation between Supervision, Job Satisfaction and Performance   



 
 
 
 
 
 

The result predictive of performance can show in figure 3.  

 
Figure 3. Correlation predicted performance (Y) 

  
The coeficient index in this study can show in fig 4.  For intance if the regression 

coeficient of Y Test and Predictive Y, it would indicate that Y Test will increase by 0.5 if 
predictive Y increase by 1 unit. A similar interpretation cang be given for the regression 
coefficient of Y Test on predictive Y. 

 
Figure 4. Coeficient Index 

 
The coeficient of Y test in the line of regresion of Y is called the regression coeficient of 

Y test on Predictive Y in fig.4. It represents chage in the value of dependent variable (Y Test) 
corresponding to unit change in the value of independent variable predictive Y.The result of 
correlation predictor variable are often coralted with each other in Table 1. The coeficient for 
drills is negative, implies that adding a practice drills will reduce its value. This is because the 
predictor variable are correlated mastery theory tend to have more practice drills. Having 



 
 
 
 
 
 

correlated predictors cang make it difficult to interpret the sign and value of regression 
coeficient.  

 
Table 2.  Regression Coeficient 

Score Coefficient 
Supervision Score  0.000000000000000106 
Performance Score  0.5 
Satisfaction Score 0.5 

 
4. Conclusions 

Based on the results obtained in the study, Supervision in the case of the main task of 
Higher Education is very low, can be seen from the Lecturers who carry out the overall main 
task of Higher Education there are very few in number. All lecturers only carry out teaching 
without any desire to improve service and research, besides the number of studies produced in 
the last three years has increased very slowly. Job satisfaction provided by the institution 
made Lecturers feel dissatisfied. Job satisfaction is reviewed in terms of income, respect, 
comfort in teaching. Partially positive and significant supervision of the performance of 
lecturers at the College of Computer Information Management in Medan Budi Darma. 
Partially positive and significant satisfaction towards the performance of lecturers of the 
Computer Information Management College in Medan Budi Darma. Separately Simultaneous 
or simultaneously positive and significant supervision and satisfaction on the performance of 
Lecturers at the College of Computer Information Management Budi Darma. 
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